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# Einführung

Die folgende Einführung in die Ökonometrie ist der Versuch, die Lerninhalte und wichtigsten Themengebiete dieses Teilgebiets der Wirtschaftswissenschaften nicht nur darzustellen,